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We generalize the Inverse Polynomial Reconstruction Method (IPRM) for mitigation of the
Gibbs phenomenon by reconstructing a function from its m lowest Fourier coefficients as
an algebraic polynomial of degree at most n� 1 ðm P nÞ. We compute approximate Legen-
dre coefficients of the function by solving a linear least squares problem. We show that if
m P n2, the condition number of the problem does not exceed 2.39. Consequently, if
m P n2, the convergence rate of the modified IPRM for an analytic function is root expo-
nential on the whole interval of definition. Numerical stability and accuracy of the pro-
posed algorithm are validated experimentally.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

The classical representation of a smooth and periodic function by its Fourier series is efficient and easy to use, and thus
gives rise to a large class of numerical algorithms with spectral convergence, see [1]. By contrast, the representation of a non-
periodic or discontinuous function by its Fourier series is less versatile because of the Gibbs phenomenon. Specifically, the
partial sums of the Fourier series do not converge at a jump discontinuity, but merely oscillate within a certain range. There-
fore a straightforward representation of a function with discontinuities via its Fourier series results in a relatively slow con-
vergence rate. This behavior also occurs for analytic, but non-periodic functions.

Algorithms based on manipulation of the Fourier coefficients and techniques to combat the Gibbs phenomenon are still
actively studied, as is evidenced by several recent contributions [2–5].

Historically the first methods for mitigation of the Gibbs phenomenon were based on projection and filtering, see a survey
article [5]. A probabilistic approach was proposed in [6]. Recently, a substantial progress has been achieved by means of in-
verse methods, see for example [7]. In this paper, we focus on the Inverse Polynomial Reconstruction Method (IPRM) and its
modification, and carry out a theoretical and experimental study of their properties.

The IPRM was introduced by Jung and Shizgal in order to remedy the Gibbs phenomenon, [8–11]. Their idea is to recon-
struct a function f defined on a finite interval from n Fourier coefficients as an algebraic polynomial of degree at most n� 1.
Specifically, given the Fourier coefficients f̂ ðkÞ; k ¼ �bn�1

2 c; . . . ; bn2c, the function f is approximated by a polynomial p of degree
at most n� 1 with identical Fourier coefficients
p̂ðkÞ ¼ f̂ ðkÞ; k ¼ � n� 1
2

� �
; . . . ;

n
2

j k
: ð1Þ
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They expand p with respect to the Gegenbauer polynomials (see [12, Sec. 8.93], for a definition)
pðxÞ ¼
Xn�1

l¼0

alC
k
l ðxÞ; ð2Þ
and determine the coefficients a0; . . . ; an�1 from the following system of linear equations
Xn�1

l¼0

al
cCk

l ðkÞ ¼ f̂ ðkÞ; k ¼ � n� 1
2

� �
; . . . ;

n
2

j k
: ð3Þ
The effectiveness of this approach derives from the fact that a smooth function is efficiently approximated by its Gegenbauer
series. In this framework, one can also use other polynomial bases depending on the problem at hand.

While a rigorous proof of the existence of the inverse polynomial reconstruction was published recently in [13], other
basic aspects of the IPRM are still not fully understood. For example, numerical experiments reported in [11] indicate that
the condition number of the linear system (3) grows exponentially with the dimension n. However, no formal proof of this
observation is known.

Such extreme ill-conditioning leads to significant limitations of the IPRM. For example, the IPRM fails to converge if f is a
meromorphic function with singularities located too close to its domain, see Section 6. Divergence occurs because the Ge-
genbauer series of f does not converge fast enough to compensate for the exponential growth of the condition numbers.

The most stable version of the IPRM presented in [11] uses a regularization procedure, which in some cases significantly
improves accuracy of reconstruction. The regularization procedure employed there is the Gaussian elimination with trunca-
tion of all sufficiently small entries in the solution of the lower triangular stage.

The IPRM as formulated in [8–11] solves the typically ill-conditioned square linear system (3). We propose a modified
version of the IPRM that reconstructs the polynomial p using more Fourier coefficients than the minimum required by its
degree, and can be formulated as an overdetermined linear problem. We approximate the function f by a polynomial p of
degree at most n� 1 using information contained in the m lowest Fourier coefficients of f, with m P n. More precisely,
the modified IPRM constructs a polynomial p such that the ‘2-norm of the difference of the m lowest Fourier coefficients
X
�bm�1

2 c6k6bm2c

jf̂ ðkÞ � p̂ðkÞj2
0@ 1A1

2

ð4Þ
is minimal.
A matrix formulation of this problem can be obtained by expanding p with respect to the normalized Legendre polyno-

mials (see Section 2 for a definition)
pðxÞ ¼
Xn�1

l¼0

al
ePlðxÞ: ð5Þ
With this representation of p, minimizing the expression in (4) amounts to the computation the coefficients a0; . . . ; an�1 as
the least squares solution of the overdetermined system of equations
Xn�1

l¼0

al
cePl ðkÞ ¼ f̂ ðkÞ k ¼ � m� 1

2

� �
; . . . ;

m
2

j k
: ð6Þ
We show that the modified IPRM with m P n2, dramatically improves the numerical conditioning of the method, and
widens the scope of applications. Specifically, we derive three types of results and support them with numerical simulations.

1. Solvability. We show that a piecewise polynomial function with uniformly bounded degrees can be reconstructed from its
consecutive Fourier coefficients, provided that the total number of the Fourier coefficients is greater than or equal to the
number of unknown polynomial coefficients. We assume that the locations of discontinuities are known.

2. Conditioning. If m P n2, then the condition number of the underlying least squares problem (6) does not exceed 2.39.
3. Root-exponential convergence. We demonstrate that for an analytic function f the resulting algorithm has a root-exponen-

tial convergence rate in terms of the number of Fourier coefficients, even if the analytic continuation of f has singularities
near the real line. If pm denotes the solution of (4) of degree at most

ffiffiffiffiffi
m
p
� 1 computed from m Fourier coefficients, then
kf � pmk1 6 c1e�c2
ffiffiffi
m
p
; ð7Þ

where the constants c1; c2 > 0 depend only the function f, see Section 5.2 for details.

The modified IPRM has important advantages in practical applications. First, the modified IPRM allows us to incorporate
all available Fourier coefficients for reconstruction. Second, thanks to low condition numbers, we can reduce, and practically
avoid, the amplification of any noise that is typically present in the measurements. Third, the method tells us how many
Fourier coefficients suffice for an accurate representation of a smooth, but non-periodic function. For smooth and periodic
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functions, it is routine to truncate the Fourier series when the coefficients have decreased below a given threshold. A similar
procedure is now available for non-periodic functions via the modified IPRM, even though their Fourier coefficients decay
slowly.

Following a discussion in [14], we illustrate stability and accuracy of the modified IPRM as applied to the solution of a
boundary value problem for the Poisson equation in one dimension. The resulting convergence rate is again root-
exponential.

Numerical experiments indicate that Oðn2Þ Fourier coefficients are necessary for the stable reconstruction of a polynomial
of degree n� 1. We conjecture that using only OðnaÞ Fourier coefficients with a < 2 leads to least squares problems with
arbitrarily large condition numbers.

The paper is organized as follows. In Section 2 we review the definitions and properties of the Legendre polynomials and
the spherical Bessel functions, and also some pertinent facts from linear algebra. In Section 3 we prove the existence of the
IPRM reconstruction. Section 4 deals with stability of the IPRM and contains explicit estimates for the condition number of
problem (6). We describe the algorithm of the modified IPRM in Section 5. We present the simulation results in Section 6.
Our conclusions are given in Section 7.
2. Preliminaries

Our solution of the least squares problem (4) requires explicit expressions for the Fourier coefficients of the Legendre
polynomials and some classical estimates for the spherical Bessel functions, which we present in this section for readers’
convenience.

The spherical Bessel function of the first kind and order n; n ¼ 0;1; . . ., is an entire function given by the following power
series (see [15, Sec. 10.1.2])
jnðxÞ ¼
X1
m¼0

ð�1Þm

2mm!ð2mþ 2nþ 1Þ!!
x2mþn; ð8Þ
where ð2kþ 1Þ!! ¼ 1 � 3 � . . . � ð2kþ 1Þ. Clearly, jn is an even function for even n, and an odd function for odd n. Explicit expres-
sions for jn are well-known, for example
j0ðxÞ ¼
sin x

x
; ð9Þ

j1ðxÞ ¼
sin x

x2 �
cos x

x
; ð10Þ

j2ðxÞ ¼
3
x3 �

1
x

� �
sin x� 3

x2 cos x: ð11Þ
The function jn is related to the Bessel function Jnþ1
2

of the first kind and order nþ 1
2 in the following way (see [15, Sec. 10.1.1])
jnðxÞ ¼
ffiffiffiffiffiffi
p
2x

r
Jnþ1

2
ðxÞ: ð12Þ
For every x > nþ 1
2, we have the inequality (see [12, Sec. 8.479])
p
2

J2
nþ1

2
ðxÞ < 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 � nþ 1
2

� �2
q : ð13Þ
Consequently, for every x > nþ 1
2

j2
nðxÞ <

1

x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � nþ 1

2

� �2
q : ð14Þ
The Legendre polynomial Pn; n ¼ 0;1; . . ., is defined by the formula (see [15, Sec. 22.11.5])
PnðxÞ ¼
1

2nn!

dn

dxn ½ðx2 � 1Þn�: ð15Þ
The Legendre polynomials are orthogonal on the interval [�1,1], but not orthonormal. It is convenient to use the normalized
Legendre polynomials (see [15, Sec. 22.2.10])
ePn ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
nþ 1

2

r
Pn: ð16Þ
The Fourier coefficients of the Legendre polynomials can be expressed in terms of the spherical Bessel functions as (see [12,
Sec. 7.243])
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cPnðkÞ ¼
1ffiffiffi
2
p

Z 1

�1
e�ıkpxPnðxÞdx ¼

ffiffiffi
2
p
ð�ıÞnjnðkpÞ: ð17Þ
Consequently, the Fourier coefficients of the normalized Legendre polynomials are given by the following formula
cePnðkÞ ¼ ð�ıÞn
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2nþ 1

p
jnðkpÞ; k 2 Z: ð18Þ
Eq. (18) may be derived from an addition formula describing the expansion of a plane wave in terms of the Legendre poly-
nomials ([15, Sec. 10.1.47]),
eıxt ¼
X1
n¼0

ð2nþ 1ÞınjnðtÞPnðxÞ: ð19Þ
We note that the Legendre polynomials are a special case of the Gegenbauer polynomials, see [12, Sec. 8.93] for a definition.
Formula (18) has an analogue for the Gegenbauer polynomials, which is used in analysis of another method of resolution of
the Gibbs phenomenon presented in [5].

In our estimates of matrix eigenvalues, we use Gerschgorin’s theorem for Hermitian matrices (see [16, Theorem 7.2.1]).

Theorem 2.1. If A ¼ ðaijÞ is an n� n Hermitian matrix, and ri ¼
P

j–ijaijj, for i ¼ 1; . . . ;n, then each eigenvalue of A is located in at
least one of the intervals ½aii � ri; aii þ ri�; i ¼ 1; . . . ;n.

Finally, we recall basic facts about the solution of a linear least squares problem. If A is an m� n complex matrix with
m P n, then the reduced singular value decomposition of A has the form
A ¼ URV�; ð20Þ
where U is an m� n isometry matrix, R is a diagonal n� n matrix with non-negative entries, and V is an n� n unitary matrix.
Throughout this paper, the conjugate transpose of a matrix X is denoted by X�. The diagonal entries r1 P � � �P rn P 0 of R
are called the singular values of A. If A has full rank and b 2 Cm, then the (overdetermined) least squares problem
min
x2Cn
kAx� bk ð21Þ
has a unique solution given by the formula (see [17, Theorem 1.2.10])
x ¼ VR�1U�b: ð22Þ

Throughout this paper, the Moore–Penrose pseudoinverse of the matrix A is denoted by Ay. If A has full rank, then
Ay ¼ VR�1U� ð23Þ

(see [17, Definition 1.2.1]). Clearly, Ay is an n�m matrix, and AyA is the n� n identity matrix. Moreover, the operator norm of
Ay is the reciprocal of the smallest singular value rn,
kAyk ¼ 1
rn
: ð24Þ
Pseudoinverses are commonly used for regularization of ill-conditioned problems. In this paper, we use pseudoinverses of
very well-conditioned, but rectangular matrices.

3. Existence of the IPRM reconstruction

In this section, we formulate sufficient conditions for a piecewise polynomial function to be uniquely determined by a
finite number of its Fourier coefficients. As a consequence, we obtain an elementary proof of the existence of the IPRM
reconstruction.

For a fixed sequence a ¼ ða0; . . . ; aLÞ with the property
�1 ¼ a0 < a1 < � � � < aL�1 < aL ¼ 1; ð25Þ

we consider all piecewise polynomial functions defined on the interval [�1,1], with discontinuities possibly occurring only
at the points a1; . . . ; aL�1. For every non-negative integer M, we denote by PM;a the linear space of all functions whose restric-
tions to each interval ðaj�1; ajÞ; j ¼ 1; . . . ; L, are polynomials of degree not exceeding M. Since the sequence a defines a par-
tition of [�1,1] into L subintervals, the dimension of PM;a equals LðM þ 1Þ.

Clearly, one needs at least LðM þ 1Þ Fourier coefficients in order to uniquely reconstruct a function from PM;a, but this
requirement is far from sufficient. For instance, the sign (signum) function sgnðxÞ defined on (�1,1) has all even Fourier coef-
ficients equal to zero. Motivated by this example, we consider reconstruction from consecutive Fourier coefficients. The fol-
lowing result asserts the existence of the IPRM reconstruction for piecewise polynomial functions.

Theorem 3.1. Let d and D be integers such that d 6 0 6 D, and let p 2 PM;a have D� dþ 1 consecutive vanishing Fourier
coefficients
p̂ðdÞ ¼ p̂ðdþ 1Þ ¼ � � � ¼ p̂ðD� 1Þ ¼ p̂ðDÞ ¼ 0: ð26Þ
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If D� dþ 1 P LðM þ 1Þ, then p ¼ 0 identically. Equivalently, every piecewise polynomial p 2 PM;a is uniquely determined by its
Fourier coefficients p̂ðdÞ; . . . ; p̂ðDÞ.

The proof of the theorem is preceded by two lemmas. We omit a proof of the first lemma, which is a straightforward exer-
cise in integration by parts. For every integer m P 0; pðmÞ denotes the mth derivative of p.

Lemma 3.1. If p is a polynomial of degree at most M, and f is a function of class CMþ1½a; b�, then
Z b

a
pðxÞf ðMþ1ÞðxÞdx ¼

XM

m¼0

ð�1Þm pðmÞðbÞf ðM�mÞðbÞ � pðmÞðaÞf ðM�mÞðaÞ
	 


: ð27Þ
For fixed integers d and D such that d 6 D, we denote by Td;D the space of all trigonometric polynomials with period 2, whose
spectrum is contained in the interval ½dp;Dp�, that is,
Td;D ¼ spanfeıkpx : d 6 k 6 Dg: ð28Þ
Lemma 3.2. If D� dþ 1 P LðM þ 1Þ, then for all integers r and s such that 0 6 r 6 L and 0 6 s 6 M, there exists a trigonometric
polynomial t 2Td;D that satisfies the following conditions

1. tðmÞðajÞ ¼ 0 if j–r; 1 6 j 6 L; 0 6 m 6 M,
2. tðmÞðarÞ ¼ 0 if m 6 s� 1,
3. tðsÞðarÞ – 0.

Proof. We define t by the formula
tðxÞ ¼ eıdpxðeıpx � eıpar Þs
Y

16j6L
j – r

ðeıpx � eıpaj ÞMþ1
: ð29Þ
In view of (25), the aj’s are distinct modulo 2. Therefore t has a zero of order exactly s at ar , and a zero of order exactly M þ 1
at aj for j – r, which implies conditions 1–3. The lowest frequency present in t is dp, and the highest frequency is
½ðL� 1ÞðM þ 1Þ þ sþ d�p. Our assumptions imply that ðL� 1ÞðM þ 1Þ þ sþ d 6 LðM þ 1Þ � 1þ d 6 D, therefore t 2Td;D. h

Proof of Theorem 3.1. Since all the Fourier coefficients p̂ðkÞ; d 6 k 6 D, are zero, for every trigonometric polynomial
t 2Td;D we have
Z 1

�1
pðxÞtðxÞdx ¼ 0: ð30Þ
Moreover, its ðM þ 1Þst derivative tðMþ1Þ is also in Td;D, which implies that
Z 1

�1
pðxÞtðMþ1ÞðxÞdx ¼ 0: ð31Þ
Using Lemma 3.1 with f ¼ t, and denoting by pj the restriction of p to the interval ðaj�1; ajÞ; 1 6 j 6 L, Eq. (31) can be written
as follows
XL

j¼1

XM

m¼0

ð�1Þm pðmÞj ðajÞtðM�mÞðajÞ � pðmÞj ðaj�1ÞtðM�mÞðaj�1Þ
h i

¼ 0: ð32Þ
Since t has period 2, the derivative tðM�mÞ has the same values at a0 ¼ �1 and aL ¼ 1, i.e. tðM�mÞða0Þ ¼ tðM�mÞðaLÞ. Therefore (32)
is equivalent to the following
XM

m¼0

XL�1

j¼1

ð�1Þm pðmÞj ðajÞ � pðmÞjþ1ðajÞ
h i

tðM�mÞðajÞ þ
XM

m¼0

ð�1Þm pðmÞL ðaLÞ � pðmÞ1 ða0Þ
h i

tðM�mÞðaLÞ ¼ 0: ð33Þ
With the aid of Lemma 3.2, we demonstrate that the coefficient of tðM�mÞðajÞ in Eq. (33) vanishes for every j ¼ 1; . . . ; L and
m ¼ 0; . . . ;M. Specifically, for each r; 1 6 r 6 L, there exist trigonometric polynomials t0; . . . ; tM 2Td;D such that

1. tðmÞs ðajÞ ¼ 0 if j – r; 1 6 j 6 L; 0 6 m 6 M,
2. tðmÞs ðarÞ ¼ 0 if m 6 s� 1,
3. tðsÞs ðarÞ – 0.

Substituting the functions t0; . . . ; tM into formula (33), we obtain a triangular system of M þ 1 linear equations with nonzero
entries on the diagonal, whose solution are the coefficients of tðM�mÞðarÞ for m ¼ 0; . . . ;M. Such a linear system has only the
trivial solution. We have thus shown that
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pðmÞj ðajÞ � pðmÞjþ1ðajÞ ¼ 0; ð34Þ

pðmÞL ðaLÞ � pðmÞ1 ða0Þ ¼ 0; ð35Þ
for j ¼ 1; . . . ; L� 1 and m ¼ 0; . . . ;M. Since all the polynomials pj; 1 6 j 6 L, have degrees not exceeding M, (34) implies that
the polynomials pj are actually the restrictions of a single polynomial p to the intervals ðaj�1; ajÞ, respectively. Moreover, (35)
implies that polynomial p is periodic with period aL � a0 ¼ 2, and therefore constant. Finally, p̂ð0Þ ¼ 0, so p ¼ 0
identically. h

Let us consider a special case with L ¼ 1. It follows from Theorem 3.1 that a polynomial p of degree at most n� 1 is un-
iquely determined by its n lowest Fourier coefficients p̂ðkÞ; k ¼ �bn�1

2 c; . . . ; bn2c. Expanding p into the normalized Legendre
polynomials, we obtain the following corollary.

Corollary 3.1. If m P n, then the matrix with the entries akl ¼
cePl ðkÞ; k ¼ �bm�1

2 c; . . . ; bm2c; l ¼ 0; . . . ;n� 1, has full rank.
4. Stability of the modified reconstruction

In this section, we discuss the gains in numerical stability that are achieved by the modified IPRM. Specifically, we show
that the computation of the first n Legendre coefficients from the lowest an2 Fourier coefficients has condition number arbi-
trarily close to 1, if a is taken large enough. The results of this section are essential for our proof that the modified IPRM has a
root-exponential rate of convergence.

For n ¼ 1;2; . . ., let An be the infinite matrix of the Fourier coefficients of the normalized Legendre polynomialsePl; l ¼ 0; . . . ;n� 1, defined by Eq. (16). In view of (18), the entries of An are given by the formula
akl ¼
cePlðkÞ ¼ ð�ıÞl

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 1

p
jlðkpÞ; ð36Þ
for k 2 Z, l ¼ 0; . . . ;n� 1. According to Plancherel’s theorem, the columns of An are orthonormal in ‘2ðZÞ, and the operator
An : Cn ! ‘2 is an isometry. For fixed positive integers m and n, we denote by Am;n the finite m� n submatrix of An corre-
sponding to the indices k ¼ �bm�1

2 c; . . . ; bm2c and l ¼ 0; . . . ;n� 1. We expect that if m is sufficiently large with respect to n, then
the condition number of the matrix Am;n is arbitrarily close to 1. The following three theorems formulate quantitative ver-
sions of this observation.

Theorem 4.1. For every n ¼ 1;2; . . ., and every integer m P 2n, the smallest singular value rm;n of the matrix Am;n satisfies the
following inequality
r2
m;n P 1� 4

p
n arcsin

2
p

n
m

� �
: ð37Þ
Proof. Let Bm;n ¼ A�m;nAm;n. Clearly, the eigenvalues of the n� n matrix Bm;n are the squares of the singular values of the m� n
matrix Am;n. Our approach is to use Gerschgorin’s circle theorem (Theorem 2.1) to estimate the eigenvalues of Bm;n from
below.

The entries bpq; 0 6 p; q 6 n� 1, of Bm;n are given by the formula
bpq ¼
X

�bm�1
2 c6k6bm2c

akpakq: ð38Þ
If p – q, then the sequences of the Fourier coefficients of ePp and ePq are orthogonal in ‘2ðZÞ, and we have
X
k2Z

akpakq ¼ 0: ð39Þ
We can express bpq as the sum over the complementary set of indices k. Specifically, if Im ¼ fk 2 Z : k < �bm�1
2 c or k > bm2cg,

then
bpq ¼ �
X
k2Im

akpakq: ð40Þ
Consequently, we have the following estimate for the pth Gerschgorin radius rp
rp ¼
X
q – p

jbpqj 6
X
q – p

X
k2Im

jakpjjakqj: ð41Þ
For p ¼ q, since the Fourier coefficients of ePp are normalized in ‘2ðZÞ, we obtain
bpp ¼
X

�bm�1
2 c6k6bm2c

akpakp ¼ 1�
X
k2Im

jakpj2: ð42Þ
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Combining (41) and (42), we obtain
bpp � rp P 1�
Xn�1

q¼0

X
k2Im

jakpjjakqj ¼ 1�
X
k2Im

Xn�1

q¼0

jakpjjakqj: ð43Þ
Using (14) and (36), the entries of Am;n are estimated as follows
jakqj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qþ 1

p
jjqðkpÞj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qþ 1

p
jjqðjkjpÞj 6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2qþ 1

p
ffiffiffiffiffiffiffiffiffi
jkjp

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2p2 � ðqþ 1

2 Þ
24

q 6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2n� 1
p

ffiffiffiffiffiffiffiffiffi
jkjp

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2p2 � ðn� 1

2 Þ
24

q : ð44Þ
Substituting (44) into (43), we obtain
bpp � rp P 1�
X
k2Im

nð2n� 1Þ

jkjp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2p2 � ðn� 1

2 Þ
2

q : ð45Þ
Since bm2c þ 1 P bm�1
2 c þ 1 P m

2 , the sum in (45) can be estimated as follows
X
k2Im

nð2n� 1Þ

jkjp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2p2 � n� 1

2

� �2
q ¼

X
kPbm2cþ1

nð2n� 1Þ

kp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2p2 � ðn� 1

2 Þ
2

q þ
X

kPbm�1
2 cþ1

nð2n� 1Þ

kp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2p2 � n� 1

2

� �2
q

6 2
X
kPm

2

nð2n� 1Þ

kp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2p2 � n� 1

2

� �2
q : ð46Þ
We now estimate the last sum in (46) using Lemma 8.1 (proved in Appendix A) with M ¼ m
2 and u ¼ 1

p n� 1
2

� �

X
k2Im

nð2n� 1Þ

kp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2p2 � n� 1

2

� �2
q 6 2

X
kPm

2

nð2n� 1Þ

kp
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2p2 � n� 1

2

� �2
q 6

4
p

n arcsin
2
p

n� 1
2

m� 1

� �
: ð47Þ
Substituting (47) into (45), and using the assumption that m P 2n, we obtain
bpp � rp P 1� 4
p

n arcsin
2
p

n� 1
2

m� 1

� �
P 1� 4

p
n arcsin

2
p

n
m

� �
: ð48Þ
It follows from Gerschgorin’s theorem that all the eigenvalues of the matrix Bm;n are greater than or equal to
1� 4

p n arcsinð2p n
mÞ. h

Theorem 4.2. For every a P 1, every n ¼ 1;2; . . ., and every integer m P an2, the smallest singular value rm;n of the matrix Am;n

satisfies the following inequality
r2
m;n P 1� 8

p
arcsin

1
pa

: ð49Þ
Proof. Inequality (49) holds for n ¼ 1, because
r2
m;1 ¼

X
�bm�1

2 c6k6bm2c

j2
0ðkpÞ ¼ 1; ð50Þ
where j0ðxÞ ¼ sin x
x according to (9). Let us then assume that n P 2, and therefore m P an2 P 2n. We can now use Theorem 4.1

to conclude that
r2
m;n P 1� 4

p
n arcsin

2
p

n
m

� �
P 1� 4

p
n arcsin

2
pan

: ð51Þ
The substitution x ¼ 2
pan reduces the last term in (51) to a scalar multiple of the function f ðxÞ ¼ arcsin x

x . The claim now follows
from the fact that the function f is increasing on the interval (0,1). h

Theorem 4.3. For every a P 1, every n ¼ 1;2; . . ., and every integer m P an2, the condition number jðAm;nÞ of the matrix Am;n

satisfies the following inequality
jðAm;nÞ 6 1� 8
p

arcsin
1
pa

� ��1
2

: ð52Þ
Proof. Since Am;n is the restriction of the isometry An to m dimensions, Am;n is a contraction, and its singular values do not
exceed 1. Therefore the condition number of Am;n does not exceed 1

rm;n
, and (52) follows from Theorem 4.2. h
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For a ¼ 1, the right hand side of inequality (52) is less than 2.39, while an experimentally computed maximum of jðAn2 ;nÞ
equals �1.21, see Section 6.1. Moreover, our numerical simulations indicate that for any fixed value a > 0, the condition
number of Adan2e;n remains uniformly bounded with respect to n.

Using more complex arguments, one can also obtain an upper bound on the condition number of reconstruction with the
Legendre polynomials in the more general case of a piecewise polynomial function in the space PM;a defined in the previous
section.
5. Modified reconstruction algorithm

We now present the modified version of the IPRM algorithm and analyze its properties. We demonstrate that for analytic
functions the algorithm has a root-exponential convergence rate on the whole interval of definition.

5.1. Description of the algorithm

The modified IPRM algorithm finds a truncated Legendre series of a given function from its truncated Fourier series by
solving a rectangular least squares problem.

We fix positive integers m and n such that m P n. We assume that we are given the m lowest Fourier coefficients of an
unknown function f defined of the interval [�1,1]. More precisely, the coefficients f̂ ðdÞ; . . . ; f̂ ðDÞ are known, where d ¼ �bm�1

2 c
and D ¼ bm2c. We approximate the function f by an algebraic polynomial p of degree at most n� 1 such that the ‘2-norm of the
difference of the Fourier coefficients
X
d6k6D

jp̂ðkÞ � f̂ ðkÞj2
 !1

2

ð53Þ
is minimal. In order to derive a matrix formulation, we denote by c ¼ ½c0; . . . ; cn�1�T the normalized Legendre coefficients of p,
so that
pðxÞ ¼
Xn�1

l¼0

cl
ePlðxÞ: ð54Þ
In Section 4, we have introduced the m� n matrix Am;n, whose entries akl are the Fourier coefficients of the normalized Legen-
dre polynomials
akl ¼
cePlðkÞ ¼ ð�ıÞl

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 1

p
jlðkpÞ; ð55Þ
k ¼ d; . . . ;D; l ¼ 0; . . . ;n� 1. Consequently,
½p̂ðdÞ; . . . ; p̂ðDÞ�T ¼ Am;nc; ð56Þ
and
X
d6k6D

jp̂ðkÞ � f̂ ðkÞj2
 !1

2

¼ kAm;nc� ½f̂ ðdÞ; . . . ; f̂ ðDÞ�Tk: ð57Þ
In order to construct an approximation of f from its Fourier coefficients, we use the following reconstruction algorithm.

1. Solve the overdetermined least squares problem for approximate Legendre coefficients c ¼ ½c0; . . . ; cn�1�T
min
c2Cn
kAm;nc� ½f̂ ðdÞ; . . . ; f̂ ðDÞ�Tk: ð58Þ

Specifically, we use the pseudoinverse solution

c ¼ Aym;n½f̂ ðdÞ; . . . ; f̂ ðDÞ�T ; ð59Þ

described in Section 2.
2. Approximate f by a truncated Legendre series using the estimated Legendre coefficients c
fm;n ¼
Xn�1

l¼0

cl
ePl: ð60Þ
The matrix Am;n is of full rank, as stated in Corollary 3.1. Although we state the algorithm for general parameters m and
n ðm P nÞ, its intended use is with a tight control over the condition numbers. Thus in a typical scenario, one assumes that
m P n2, as stated in Theorem 4.3.
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5.2. Rate of convergence

The rate of convergence of this method depends on the parameters m and n, and on the smoothness of the function. It is
well-known that an analytic function possesses an efficient representation by its Legendre series. The rate of convergence of
the Legendre series is determined by the quasi-radial distance from the interval [�1,1] to the nearest singularity measured
in the elliptic coordinate system [1]. Specifically, let l > 0, and let f be a function analytic inside the ellipse
x2

cosh2l
þ y2

sinh2l
¼ 1: ð61Þ
The ellipse has its foci at z ¼ �1, in particular f is defined on the interval [�1,1]. Under these assumptions, the Legendre ser-
ies of f ¼

P1
l¼0al

ePl converges exponentially, and the Legendre coefficients al satisfy the inequality
lim sup
l!1

jalj
1
l 6 e�l: ð62Þ
Equivalently, for every b smaller than l, there is a constant c ¼ cðbÞ such that
jalj 6 ce�bl; l ¼ 0;1; . . . : ð63Þ
For such functions, the convergence rate of the modified IPRM is exponential in terms of the number of Legendre coefficients.

Theorem 5.1. Let us assume that f ¼
P1

l¼0al
ePl has exponentially decreasing Legendre coefficients, i.e.
jalj 6 ce�bl; l ¼ 0;1; . . . ; ð64Þ
for fixed numbers c > 0 and b > 0. If fm;n defined by Eq. (60) is the reconstruction obtained via the modified IPRM, then there exists
c ¼ cðbÞ > 0 such that for every n ¼ 1;2; . . . and every integer m P n2,
kf � fm;nk1 6 ccne�bn: ð65Þ
Proof. By construction,
fm;n ¼
Xn�1

l¼0

cl
ePl; ð66Þ
where
c ¼ Aym;n½f̂ ðdÞ; . . . ; f̂ ðDÞ�T ; ð67Þ
and d ¼ �bm�1
2 c and D ¼ bm2c. To obtain an error estimate, we use the triangle inequality, and then treat the two resulting

terms separately
kf � fm;nk1 6 f �
Xn�1

l¼0

al
ePl

�����
�����
1

þ
Xn�1

l¼0

ðal � clÞ ePl

�����
�����
1

ð68Þ

¼
X1
l¼n

al
ePl

�����
�����
1

þ
Xn�1

l¼0

ðal � clÞ ePl

�����
�����
1

: ð69Þ
Since k ePlk1 ¼
ffiffiffiffiffiffiffiffiffi
lþ 1

2

q
, the first sum is bounded as follows
X1

l¼n

al
ePl

�����
�����
1

6

X1
l¼n

jaljk ePlk1 6
X1
l¼n

ce�bl

ffiffiffiffiffiffiffiffiffiffi
lþ 1

2

r
6 cc1

ffiffiffi
n
p

e�bn; ð70Þ
where c1 ¼ c1ðbÞ > 0. To deal with the second sum, we use the Cauchy–Schwarz inequality
Xn�1

l¼0

ðal � clÞ ePl

�����
�����
1

6

Xn�1

l¼0

jal � clj
ffiffiffiffiffiffiffiffiffiffi
lþ 1

2

r
6 ka� ck nffiffiffi

2
p ; ð71Þ
where a ¼ ½a0; . . . ; an�1�T . Setting Ln ¼
Pn�1

l¼0 al
ePl , we have
Aym;n½cLnðdÞ; . . . ;cLnðDÞ�T ¼ Aym;nAm;na ¼ a: ð72Þ
Using (64) and (67), we obtain
ka� ck 6 kAym;nk
XD

k¼d

jcLnðkÞ � f̂ ðkÞj2
 !1

2

6 kAym;nk
Xn�1

l¼0

al
ePl � f

�����
�����

L2

¼ kAym;nk
X1
l¼n

jalj2
 !1

2

6 kAym;nkcð1� e�2bÞ�
1
2e�bn: ð73Þ
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According to formula (24) and Theorem 4.2, kAym;nk 6 1� 8
p arcsin 1

p

� ��1
2 < 2:39. Combining this with Eqs. (71) and (73), we

obtain our final estimate for the second term
Xn�1

l¼0

ðal � clÞ ePl

�����
�����
1

6 cc2ne�bn; ð74Þ
where c2 ¼ c2ðbÞ > 0. h

Estimate (65) implies that the convergence rate is root-exponential in terms of the number of Fourier coefficients m, if m
is kept proportional to n2. For example, if n ¼ b

ffiffiffiffiffi
m
p
c, then
kf � fm;nk1 6 cceb
ffiffiffiffiffi
m
p

e�b
ffiffiffi
m
p
6

2cc
b

ebe�
b
2

ffiffiffi
m
p
: ð75Þ
Inequality (7) in Section 1 is thus demonstrated.

5.3. Complexity

In Step 1, we compute the approximate Legendre coefficients c by applying the pseudoinverse Aym;n to m Fourier coeffi-
cients of f. The standard way to compute the pseudoinverse uses the singular value decomposition via formula (23), and
has a complexity of Oðmn2Þ. Fortunately, it can be reduced to OðmnÞ by solving the least squares problem (58) iteratively with
the conjugate gradient method applied to the normal equations. This is accomplished, for example, with the well-tested
LSQR algorithm, see [18]. In the setting of Theorem 4.3, the condition number of Am;n is close to 1.0, which dramatically accel-
erates convergence of the conjugate gradient method. It is well-known that the conjugate gradient method applied to a ma-
trix with condition number j converges exponentially at the rate of

ffiffiffi
j
p
�1ffiffiffi

j
p
þ1, see Theorem 10.2.6 in [16]. Therefore, the least

squares problem with dimensions m� n can be solved to a relative precision e in Oðmn log eÞ operations. For reasons of sta-
bility, we typically choose n ¼ Oð

ffiffiffiffiffi
m
p
Þ, which results in a complexity of Oðm1:5 log eÞ. In our experiments, double precision is

reached in five iterations of LSQR, see Fig. 4.
In Step 2, we compute the normalized Legendre polynomials by the standard three-term recursion, and then find the sum

in (60). The evaluation of fm;n at N nodes in [�1,1] requires additional OðnNÞ flops.

6. Simulation results

6.1. Condition numbers

Throughout this section, we use the m� n matrix Am;n of the Fourier coefficients of the Legendre polynomials with the
entries
akl ¼
cePlðkÞ ¼ ð�ıÞl

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 1

p
jlðkpÞ; ð76Þ
k ¼ �bm�1
2 c; . . . ; bm2c; l ¼ 0; . . . ;n� 1.
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Fig. 1. The condition numbers of the matrices An;n and An2 ;n for n ¼ 1; . . . ;80.
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Fig. 1 shows the condition numbers of the matrices An;n (IPRM) and An2 ;n (modified IPRM) for n ¼ 1; . . . ;80. It has been
observed experimentally [11] that the condition number of the matrix An;n grows exponentially with the dimension n. On
the other hand, the condition number of An2 ;n remains bounded, with the maximum value of 1.21 attained at n ¼ 2.

In order to understand the behavior of the matrices Am;n for a wider range of the parameters m and n, we have calculated
the condition numbers of the matrices Adan2e;n as a function of n for three small values of a. Fig. 2 demonstrates that the con-
dition numbers remain bounded as n approaches infinity, although Theorem 4.3 does not apply any more. The bound de-
pends on the proportionality factor a.

Based on these results, we anticipate that the condition number of the matrix Am;n does not exceed c1ec2n2=m for some
absolute constants c1; c2 > 0. This behavior is consistent with the exponential growth of the condition number of An;n

(Fig. 1), the boundedness of the condition number of Adan2e;n for a P 1 stated in Theorem 4.3, and with the simulations pre-
sented in Fig. 2.
6.2. Fourier reconstruction

In this subsection, we compare our algorithm with the most stable version of the IPRM, which uses the Gaussian elimi-
nation with truncation of all sufficiently small entries in the solution of the lower triangular stage, see [11] for details.
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Fig. 3. The relative maximum errors of reconstruction with the IPRM and with the modified IPRM for the function f ðxÞ ¼ 1
x�0:3ı.



0 5 10 15 20 25 30 35 40 45 50
10−15

10−10

10−5

100

number of Legendre polynomials

re
la

tiv
e 

m
ax

im
um

 e
rr

or

 

 

IPRM
modified IPRM

Fig. 4. The relative maximum errors of reconstruction with the IPRM and with the modified IPRM for the function gðxÞ ¼ 1
x�1:0ı.

944 T. Hrycak, K. Gröchenig / Journal of Computational Physics 229 (2010) 933–946
Fig. 3 shows the relative maximum errors kf � fm;nk1=kfk1 for m ¼ n and m ¼ n2 for the function f ðxÞ ¼ 1
x�0:3ı defined on

the interval [�1,1]. The modified IPRM converges exponentially in the number of Legendre coefficients in agreement with
Theorem 5.1. On the other hand, the traditional IPRM appears to diverge. The reason for divergence can be discovered by
looking at the analytic continuation of f, which has a singularity at z ¼ 0:3ı. Consequently, the Legendre series of f does
not converge fast enough to mitigate the large condition numbers of the matrices An;n. The difference between the Fourier
coefficients of f and those of its truncated Legendre series is amplified, and ultimately prevents convergence of IPRM.

Figs. 4 and 5 show, respectively, the relative maximum errors for the function gðxÞ ¼ 1
x�1:0ı and the function

hðxÞ ¼ expðsinð2:7xÞ þ cos xÞ, both defined on the interval [�1,1]. The latter function was used as a benchmark in [7]. In both
cases, the errors of the modified IPRM steadily decrease to about 1e�14, where they level off.

6.3. Computing the pseudoinverse

In the modified IPRM algorithm, we apply the pseudoinverse Aym;n to the m lowest Fourier coefficients of f iteratively with
the conjugate gradient method applied to the normal equations, specifically with the classical LSQR algorithm, see [18]. In
order to experimentally test the convergence rate of this approach, we apply the LSQR iterations to the standard basis in Rn2

,
and in this way create the n2 columns of the pseudoinverse matrix Ayn2 ;n. Fig. 6 shows the relative errors in the operator norm
of computing Ayn2 ;n with LSQR for n ¼ 5 and n ¼ 50. In experiments with other values of n, five iterations of LSQR are sufficient
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Fig. 5. The relative maximum errors of reconstruction with the IPRM and with the modified IPRM for the function hðxÞ ¼ expðsinð2:7xÞ þ cos xÞ.
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to apply the pseudoinverse matrix in double precision. The rapid convergence of LSQR is a result of well-conditioning of the
matrices An2 ;n, see Section 5.3.

6.4. Solution of the Poisson equation

Following an example in [14], we consider the Dirichlet problem for the one-dimensional Poisson equation
Fig. 7.
uxx � u ¼ �f ðxÞ: ð77Þ
We choose f ðxÞ ¼ 1
x�a on the interval [�1,1], where a is a given parameter. One particular solution u0 to (77) is given by the

Fourier series
u0ðxÞ ¼
X1

k¼�1

f̂ ðkÞ
1þ p2k2 eıpkx: ð78Þ
The Dirichlet boundary conditions uð�1Þ ¼ uð1Þ ¼ 0 are imposed by setting
uðxÞ ¼ u0ðxÞ þ Aex þ Be�x; ð79Þ
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x�0:3ı with the IPRM and with the modified IPRM.
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with appropriately chosen constants A and B. The function f ðxÞ is non-periodic, and its Fourier series converges rather slowly.

More precisely, f̂ ðkÞ ¼ Oð 1
jkjÞ, and bu0ðkÞ ¼ O 1

jkj3

� 
as jkj ! 1. However, one can reconstruct u0 with the modified IPRM, and

obtain a root-exponential convergence rate. Fig. 7 presents the relative errors of the solution u for f ðxÞ ¼ 1
x�0:3ı with the IPRM

and with the modified IPRM. We note that the rates of convergence and divergence in Fig. 7 are very close to those in Fig. 3.

7. Conclusions

In this article we introduce a modification of the IPRM for mitigation of the Gibbs phenomenon. The proposed algorithm
achieves a tight control of the condition numbers by reconstructing only Oð

ffiffiffiffiffi
m
p
Þ Legendre coefficients from given m Fourier

coefficients. As a result, for analytic functions the convergence rate is root exponential on the whole interval. The algorithm
requires Oðm1:5 log eÞ flops for convergence to the relative precision of e.

Several pertinent questions remain open. There is experimental evidence that n ¼ Oð
ffiffiffiffiffi
m
p
Þ is required for uniform bound-

edness of the condition numbers of the matrices Am;n. Specifically, we conjecture that if n � mp for some constant p > 1
2, then

the condition numbers of the matrices Am;n become arbitrarily large as m approaches infinity.
Additionally, we conjecture that the condition number of the matrix Am;n does not exceed c1ec2n2=m for some absolute con-

stants c1; c2 > 0.
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Appendix A. In this section we demonstrate a technical lemma used in Section 4.
Lemma 8.1. For every u > 0 and every M P uþ 1
2
X

kPM

1

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � u2

p 6
1
u

arcsin
u

M � 1
2

: ð80Þ
Proof. The function f ðxÞ ¼ 1
x
ffiffiffiffiffiffiffiffiffiffi
x2�u2
p is convex on the interval ðu;1Þ, so for every k P uþ 1

2 the following inequality holds
1

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � u2

p 6

Z kþ1
2

k�1
2

dx

x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � u2
p : ð81Þ
Summing inequality (81) over k P M, we obtain
X
kPM

1

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2 � u2

p 6

Z 1

M�1
2

dx

x
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 � u2
p ¼ 1

u
arcsin

u
M � 1

2

: � ð82Þ
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